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Abstract : Recently, the fault diagnosis of the ball mill mostly depends on the experience of workers, which brings about a lot of
uncertainty for fault diagnosis. In addition, the cost of labor is getting higher, so that the research of ball mill fault diagnosis
based on machine learning has become increasingly valuable. The current fault diagnosis methods are mostly judging based on in-
stantaneous data, which makes it difficult to reflect the ball mill indicators and the occurrence of time-related correlation ( such as
hysteresis effect). This paper presents a ball mill fault diagnosis method based on Gate Recursion Unit (GRU) , which analyzes
the fault data in the form of time series and compares with other common methods such as neural network, Autoencoder and Long

Short-Term Memory (LSTM). After comparison, it is concluded that the fault diagnosis method based on GRU ball mill has the

lowest error rate as 4.85%.
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1 Introduction

The grinding system of ore-dressing process is a
typical data-driven industrial process optimization
control system, ball mill is the key of grinding sys-
tem, that is core equipment. Due to the characteristic
of large time delay, large inertia, multi-variable
strong coupling and complex working mechanism,
control of ball mill water flow is very complicated.
With the large-scale and intelligent development of
ball mill, advanced control method can ensure
smooth operation of equipment, improve production
efficiency, reduce production costs, while the tradi-
tional control method cannot meet the existing de-
mand. The running data of ball mill in the process of
running contained the related information. At pres-
ent, the use of the information is mainly real-time
view and historical data query, which is " informa-

tion waste" [

. How to mine and analyze big-data
during the operation have become the research focus
of complex industrial process optimization control,
and using data analysis method to diagnose the fault
in the operation of equipment has become one of the

difficulties in the research.

The fault diagnosis methods based on the tradi-
tional mathematical model are divided into quantita-
tive knowledge methodology and mathematical ana-
lytic model.

Reference'?’

proposes an improved envelope
spectral fault diagnosis method based on Empirical
Mode Decomposition (EMD) and Spectrum Kurto-
sis (SK).

In reference' , a method to detect the fault of

)
the rotor bar of the asynchronous motor based on the
square function of the Park vector model is proposed.
The simulation results show that, in the case of short
data, compared to FFT analysis technique, the
method has higher frequency resolution, accuracy
rate, and lower calculation complexity, and is con-
ducive to real-time monitoring of motor failure. Ex-
periments show that this method can be applied to
the rotor fault detection of asynchronous motor,
which can accurately detect the fault characteristic
components of the asynchronous motor in the stator
current when the rotor bar breaks.

With the large-scale, complex and nonlinear of

modern equipment, it is difficult to establish an ac-
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curate mathematical model of the system. Therefore,
the application of fault diagnosis method based on
the traditional mathematical analysis model has great
limitations. For the fault diagnosis of complex indus-
trial process optimization control system, a method
based on data-driven artificial intelligence optimiza-
tion model is adopted to compensate for this defect.

A fault diagnosis method based on data-driven
artificial intelligence optimization model includes
signal processing ( spectral analysis and wavelet
transform ), statistical analysis ( single variable
method and multivariate method ), information fu-
sion method and intelligent machine learning method
(such as neural networks, support vector machines
and rough sets).

Inreference'*’ |

adopting signal processing,
wavelet transform is used to analyze signals in differ-
ent scales to extract the features of signals at differ-
ent scales for fault diagnosis.

In reference'” | using principal component sta-
tistical analysis (PCA) , a matrix of high-dimension-
al historical data is proposed. A number of orthogo-
nal vectors are determined after a series of matrix op-

erations.
[6]

2

In reference a new method of sensor fault
detection based on association rules is proposed. Ac-
cording to the characteristics of the multi - sensor
system and the different operating conditions of the
thermal power plant, the algorithm of the association
rules in the data mining is improved by making full
use of the large amount of redundant information in
the operation of the thermal power plant. Through
the evaluation and simulation of the generated associ-
ation rules, it shows that the association rules can be
used for sensor fault detection and improve the cal-
culation speed.

Each of the above methods has certain limita-
tions. The signal processing method relies heavily on
the data difference of signal acquisition, and has cer-
tain requirements for data processing method. The
precondition of statistical analysis is that historical

data is needed as training data, and it is necessary to

classify all kinds of fault data, which can’t be satis-
fied for complex systems of multi levels, scales and
ranges. The information fusion method utilizes the
complementary and redundant relations among dif-
ferent sensor information; after analyzing and in-
tegrating multiple information sources, the accurate
location of the fault source is calculated, and it is
difficult to give accurate fusion parameters for the
strong coupling system.

To solve this problem, the artificial intelligence
optimization model diagnosis method based on neural
network is adopted, which takes implicit expression
and represents some knowledge of a problem in the
same network, of high universality, easy to achieve
the overall knowledge acquisition and associative
reasoning.

In reference'” | aiming at the problem that the
neural network is easy to fall into local minimum, an
improved BP algorithm with momentum and chaotic
mapping is introduced, the modeling idea and algo-
rithm realization of which are discussed, and a cha-
otic neural network model for ball mill fault diagno-
sis is established.

Reference'®’

, adopting a method of combina-
tion between multilayer perceptron neural networks
and system identification, using Matlab system iden-
tification toolbox and neural network toolbox, pro-
posed a method for predicting the concentrate grade
with hybrid model structure composed of linear mod-
el and nonlinear compensation model. A prediction
model of ore concentrate grade has been established.

The traditional neural network model, has the
advantages of high classification accuracy, strong ro-
bustness and fault tolerance, and can deal with com-
plex nonlinearproblem and fully approximate com-
plex nonlinear relations, and can find dependencies
among different inputs. The disadvantage is that a
large number of parameters are required, the learn-
ing process cannot be observed and the learning time
is long.

[9]

Reference " aims at problems such as small

fault samples, strong nonlinearity, multi-fault pro-
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cessing and deficiency of traditional intelligent diag-
nosis methods, an intelligent fault diagnosis method
is proposed based on decision tree ( DT) and rele-
vance vector machine (RVM).

By constructing a binary decision tree, two cat-
egories are classified using multipleRVM, so as to
realize the multi-class classification of RVM.

Fault-tree-based methods have the advantage of
processing both categorical and numerical data sim-
ultaneously, which is easy to handle interactions-
among variables, suitable for small scale data. The
main shortcoming of this method is not good at pre-
dicting numerical results.

In the recurrent neural network, it can be used
to deal with time series data from time to time, and
the application of back propagation training. But gra-

]

dient or disappearance of the gradient'""""! | in prac-

tice, encounters many difficulties. The reference''”
proposed Long Short-Term Memory (LSTM) with a
special hidden unit, achieving long and short-term
memory at the same time. LSTM has also made sig-
nificant improvements after achieved significant re-
sults, such as LSTM'"',
(GRU) "™ Depth Gate RNN ( short for recurrent

neural networks) "', RNN with a connection that

Gate Recursion Unit

can track long-range effects''®"® and so on. LSTM
has a better effect about time series data, but the
structure is a little more complicated than GRU,
GRU also has a better effect than LSTM. Therefore
this article will propose a fault diagnosis method for
ball mill based on GRU.

The chapter two describes the analysis and pre-
process of the data, including determining the input
vector dimension, filling missing data, cleaning
noise data, defining fault characterization methods
and analyzing data association, then establishing the
mapping relation between feature vectors and tag da-
ta in the sample data. The data set collects data at the
acquisition nodes every other hour, that is to say, it
has a very strong temporal correlation, the whole da-
ta set can also be regarded as a high-dimensional

time series, and the problem of fault diagnosis is

transformed into a prediction of time series.

The chapterthree describes formulas, structures
and parameters of traditional BP neural networks,
autoencoder softmax classifier, LSTM and GRU im-
proved on LSTM.

The chapter four compares the results of differ-
ent algorithms. The traditional neural networks do
not perform well for the diagnosis of time series. In
recent years, RNN has a high status in the field of
time series prediction. In this paper, a GRU neural
network is used as a time RNN to diagnose the data

set of this paper, and achieve satisfied results.
2 Data Analysis and Preprocessing

Based on the post record data set of Vseries
grinding system, the data sets are analyzed and stud-
ied, so as to realize the classification and prediction
of the faults occurring in the operation of the grind-
ing system. The data of each sampling point ( tem-
perature, pressure, sound, vibration, etc.) is recor-
ded every hour, total 1000 hours, 30 kinds of meas-
urement index.

Through observation, some of the measurement
indicators have not changed, thus, before the data a-
nalysis it can be screened and eliminated manually,
reducing the vertical dimension of a dataset from 30
to 24 dimensions. In this paper, the missing record is
filled with the mean value of 5 hours data before or
after this correspond point.

For the faults occurred in the process of grinding
production, it may be caused by the equipment itself,
such as the abnormal temperature of the bearing, on
the other hand, it may be caused by technological as-
pects, such as fluctuations in the amount of material
to be supplied. In this paper, the faults in the actual
data set are analyzed, and the final purpose is to di-
agnose the faults, so take the faults as labels. For the
characterization of these data, this paper uses the "
one-hot vector" representation, that is, for a few
types of faults, the corresponding position is 1, and
the remaining position is 0. This paper is divided into

8 types of faults, as shown in Table 1.
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Table 1 Causes of Faults and Methods of Representation

Fault Phenomenon

Failure Cause Fault Characterization

Normal
Low Feed Pressure
High Feed Pressure
The Main Motor Current Is Low and

the Clutch Cylinder Pressure Is Low

The Temperature of Main Motor Bearing Is High,

and temperature of oil is high

The Temperature of Feed-End Trunnion

Bearingis High and Oil Pressure Is Low

The Temperature of Discharge-End Trunnion

Bearing Is High and Oil Flow Rate Is Low

No 100 000 00
Feed End Ore Box Leakage 010 000 00
Cyclone Perforation 001 000 00
Cylinder Failure 000 100 00
The Cooling Water Valve of Oil

. 000 010 00

Station Is Damaged
Low Oil Pressure, High Bearing Temperature 000 001 00
Low Flow, Bearing Temperature Rise 000 000 10
High Oil Temperature, Low Oil Pressure 000 000 01

The Main Motor Temperature Is High

As it can be seen from the table, there are eight

kinds of faults, such as low oil pressure, low flow
rate and cooling water failure, and some of these in-
dexes are relatively strong and difficult to identify.

Through the analysis of the data, it found that the

mapping between feature vector and target; In the
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1000 sets of tags corresponding to feature vectors,
there are 865 categories for no fault, the 135 for the
fault, which is the serious imbalance classification.
Here it has chosen two dimensional features for anal-

ysis, as shown in Figure 1.
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Fig. 1 Classification of 0,1 Dimension

In Figure.1, the horizontal ordinates represent

zeroth dimensional features ( feature contents) and

first dimensional features ( feature contents) respec-

tively, and each graph represents the distribution
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characteristics of each fault (or no fault).

Asit can be seen from Figure 1, the first kind of
fault (fault-free) accounts for a large proportion of
the 8 types of failures, while other failures account
for a much smaller proportion, which is a serious
imbalanced classification problem. At the same time,
the fault is dispersive, which is unfavorable for clas-

sification.
3 Proposed GRU Algorithm

3.1 Artificial Neural Networks

First of all, artificial neural network has strong
learning ability for knowledge. It can improve the
speed of data processing because it can process data
in parallel. So it applies the neural network technolo-
gy to the fault diagnosis in the grinding process to
obtain the ideal diagnosis effect.

At present, BP networks are widely used in

many feedforward networks, which is famous for its

fast learning speed, good approximation ability and
strong classification ability. In this paper, BP neural
network is used to diagnose the faults in grinding,
and the function structure of the diagnosis system is
shown in Figure 2.

Traditional BP neural networks are easy to fall
into local minima, so the " batch processing” learn-
ing method is used to improve this phenomenon. In
the process of neural network training, this method
is not affected by the order of the learning samples,
and accelerates the convergence speed by self-adjus-
ting learning rate. The model of BP neural network
constructed in this paper is three layer neural net-
works, namely input layer, hidden layer and output
layer. Since there is no large correlation among the
data, and there is a big difference among the magni-
tudes, the data is normalized before the sample data

is input into the network.

Neural Network
Diagnosis
! | '
Neural Network Neural Network
Training Diagnosis
\ 4 A
Train Data > Net Train Weights Biases >
Net
Diagnosis
v Feature Vector >
Store Weights
Biases ¢
Outputs

Fig. 2 Neural Network Fault Diagnosis Function Diagram

3.2 Autoencoder Softmax Classifier

In this paper, the input dimension of training
samples is 24 dimensions. For neural networks, the
higher the dimension, the slower the convergence.
Further feature extraction can be performed on train-
ing sample inputs, and the Autoencoder neural net-
work is a good choice.

In the experiment, two networks are estab-

lished, one is Autoencoder self-encoded neural net-
work, which can be regarded as a three layer neural
network , and the number of inputs is the same as the
number of outputs, the number of neurons in the
hidden layer is 10, less than the number of inputs,
and the activation function of the neurons in each
layer is chosen as the Sigmoid function. The purpose

is similar to that of PCA, which is to extract the in-
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put features further. Another is that the front end is
the same as the first two layers of the Autoencoder
network, and the output layer is connected with a
Softmax classifier to form a Autoencoder Softmax
classifier network. The output of the hidden layer of
the network is exactly like the characteristic value af-
ter pooling, but it contains almost all the information
of the input vector, and the output layer is 8 neu-
rons, which is exactly the 8 fault categories of the
output. Unlike traditional neural networks, the out-
put layer becomes a Softmax classifier, the detailed

structure of the network is shown in Figure 3.

Xewjos

L

Fig. 3 Autoencoder Softmax Learning Network Architecture

Network training is divided into two parts, first
of all, training Autoencoder network, input all the
training samples of the 1000 * 24 dimension, the
gradient descent algorithm is trained according to the
BP network to minimize the mean variance of the
output as far as possible. After the Autoencoder net-
work is trained, the final weights and thresholds are
preserved.

The next step is to train the Autoencoder Soft-
max classifier network, the weights and thresholds
preserved by the previously trained network are used
to initialize the weights and thresholds of the newly
constructed neural network, re-training, at this time
the training algorithm is L-BFGS, the objective
function is to make the cross entropy minimum.
When experiments are conducted on Autoencoder

Softmax deep learning network, 900 sets of data are

selected as training samples, and the remaining 100
sets of data are used as test set for cross validation.
To verify the performance of a self-encoded net-
work, it chooses eight dimensional features to ob-
serve the reduction effect, as shown in Figure 4.
Seen From Figure 4., most of the feature points
after encoding and decoding are still close to the fea-
ture points before encoding, after many steps train-
ing, the self-encoded network can reproduce the in-
put better, that is to say, the features extracted from
the hidden layer contain most information of the in-
put features, namely more obvious feature vectors of
the hidden layer output can be used instead of the
high dimensional input vectors of the original net-

work , to reduce the dimensionality of the data.
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Fig. 4 Restoring Effect Graph of Autoencoder

After completing training, the output character-
istics of the hidden layer are obtained after enco-

ding, as shown in Figure 5;

-*A
3) ® (3

Fig. 5 Output Features of Autoencoder Network

:
A

It can be seen from Figure 5 that the number of
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characters after encoding is greatly reduced com-
pared with the number of characters before enco-
ding, which is the result of self coding for lossless
compression of high dimensional redundancy, so
that the effective features can be reproduced. Not on-
ly the number of features is reduced, but also the
distribution of the fault points is more concentrated,
so that the classifier can be used to achieve accurate

classification.

3.3 Recurrent Neural Network (RNN)

Described by the previous data set, the data set
used in this paper is a dataset of 1000 sets of 24 di-
mensional features, and the 1000 sets of data are
collected at every point of the hour on the point of
collection. Therefore, the 1000 sets of data can be
considered as a time series with a time interval of 1
hour. There is a certain relation between each set of
data, that is, the data collected in the last hour and
the data collected after one hour will affect the status
of the current moment.

When each set of data is entered as a sample,
the network analyzes and predicts a state value. This
is different from the traditional neural network. The
traditional neural network can predict and analyze the
current samples by the prior knowledge obtained by
training, and the prior information does not include
the relation information between front and back sam-
ples, so that there is no good prediction result for the
data set in this paper. In this paper, there is a certain
time relationamong data sets, so the classification of
data samples can be transformed into a prediction
problem of time series.

RNN is called recurrent neural networks, that
is, in a sequence the previous output affects the cur-
rent output. The details are as follows: the informa-
tion ahead will be remembered by the current net-
work and affect the current output, that is, the nodes
between the hidden layers are no longer connected,
moreover, the input of the hidden layer includes the
output of the input layer, also consider the output of
the hidden layer at the previous moment. Thecon-

crete structure is shown in Figure 6.
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Fig. 6 Structure of RNN

Artificial neural network algorithm for long and
short term memory is a special RNN model, in tradi-
tional RNN, the BPTT algorithm is usually used to
train data, if the time is too long, the residualthat
are needed to return will decline exponentially, and
the network weight update will be slower, the func-
tion of long-term memory can’ t be realized for
RNN. To solve this problem, a memory cell ( cell
state) is proposed to store memory and to control

cell state changes through the " gate" structure.
There are three gates in the LSTM, namely, the

memory gate, the input gate and the output gate.

® ® >
t 1 1

—g ' (
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I

|
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Fig. 7 Structure of LSTM

v

Cell state (also known as an information carou-
sel) : the conveyor itself is unable to decide which
part of the information to remember, but determined
by the control gate. Among them, the “forget gate”
determines the information removed from the infor-
mation carousel. The output of the last state of the
forgetting gate and the input of the current state are
entered into a sigmoid function to produce a value
between 0 and 1, which is then multiplied by the in-
formation carousel to determine the degree of reten-
tion of the information. 0 means " giving up com-

pletely" , and 1 means " completely reserved" " . For-
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mula for
fr=o(Wlh,_y,x] + b)) (1)
Input gate: determining what new information
is to be saved in the carousel. Through the " forget
gate" to determine whether to store new informa-
tion, at the same time, by combining the output of
the previous state and the current status input, a tanh
layer calculates a candidate new information which is
added to the information carousel. Then, the newly
obtained values are multiplied with the candidate
new information, and the update information that
added to the information carousel is obtained. That is

i, =0(W,[h,_, ,x,]1+b,)

C =tanh(W,[h,_, ] +b) (2

C =f*C_ +i*C,

Output gate: determining what information is
output from the information carousel. It uses a Sig-
moid function to get a value between O and 1, to
measure the extent to which it outputs the informa-
tion in the information carousel. The information of
the information carousel is first activated by a tanh
layer ( nonlinear transformation ), then multiply to
get the output information of LSTM. That is

0,=c(W,[h_,x]+b,) (3)
, =0, *tanh(C,)
The above three gates form the LSTM algo-

rithm.

hy 1{

Fig. 8 Structure of GRU

GRU is an improvement of LSTM, which com-
bines the “forget gate” with the input gate into an "
update gate" and merges the cell state with the im-
plied state. The GRU model is simpler and easier to
train than the standard LSTM model, and is becom-

ing more popular. The GRU expression is as fol-
lows:
z,=0(W, -« [h_,,x,]1)

=19t

ro=o(W - [h_ 1)

t=19%t

(4)

~

h, =tanh (W {[r, = h,_, ,x,] +b,)

t—=19%t

h, = (1 _Zz) *ht—l +zt*,};’/t
This paper builds the traditional BP neural net-

t

work by tensor flow deep learning framework with
three layers. There are 24 neurons in the input layer,
200 in the hidden layer, 100 in the one next to the
hidden layer and 2 in the final output layer. Xvair is
used to initialize the neural network , mini-batch gra-
dient descent algorithm is used when training the net-
work. L2 regularization is added to the loss function
in order to increase the robustness of the model. the
learning rate is first adjusted from low to high, until
the oscillation phenomenon occurs in loss. In this
way, the number of nodes in the middle layer is ad-
justed, the learning rate is reduced until loss no lon-
ger decreases, and the final parameters are deter-
mined.

Tensor flow is also used to achieve the autoen-
coder softmax network. The autoencoder model uses
the classic three layers neural network, that is input
layer, hidden layer and output layer, the dimensions
of input layer and output layer are consistent. The
loss function is the least square loss function. The e-
valuation index of model is RMSE. The method in
adjusting parameters is similar to BP, and the train-
ing is to minimize the RMSE, that is to say, the
output and input are very close.

Next, the output layer ofautoencoder is re-
moved, followed by softmax structure, which is to
realize the effective classification of faults. In other
words, the features of the input samples disposed by
dimension reduction of autoencoder are input into
softmax structure for training, and the parameters are
adjusted on the training set to obtain the optimal net-
work parameters.

As for LSTM and GRU, tensor flow deep

learning framework is used as well. The input di-
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mension is 24 for data set, step is 1 because of the
collection per hour, batch-size is 30, so the input di-
mension is [ batch-size, step, rnn-size | , where rnn-
size is 24, which is input node number, then fol-
lowed by a series of hidden layer and finally the out-
put layer. The initial learning rate is 0.001, and the
training method is the same as above. Finally save
the network parameters and apply to the test data set.
The experimental results are analyzed in the follow-

ing chapter.
4 Experimental Results and Analysis

4.1 Traditional BP Networks

In this paper, the 1000 * 24 dimensional data
sets are divided into 900 * 24 dimensional data as
training samples, and the cross validation of the re-
maining 100 * 24 dimension data as the test set can
prevent the network overfitting. Batch processing is
performed when the training sample set is input to
the network. Each time entering 100 * 24 dimension-
al data, it can save the weights and thresholds after
training the network, the test set is then fed into a
trained network to verify network reliability and di-
agnostic accuracy.

After inputting training sample set, the output
of the network is divided into two types:one is fault,
and the other is opposite; for faulty types, further a-
nalysis is carried out on which type of fault.

In the data analysis of the third part, the classi-
fication of sample data sets has serious classification
imbalance problem, and the traditional classifier per-
formance evaluation index is notapplicable in this
problem. In the non-equilibrium classification, con-
fusion matrix is used to define new evaluation index.
In this paper, three kinds of indexes are defined, the
error rate, the prediction accuracy of the fault and
the recall rate.

The traditional BP neural network is verified,
the structure of which is 20 * 200 * 8 and activation
function is RELU, and the experimental results are
as follows:

Through the experimental results, it can be cal-

culated that the BP neural network without any fea-

ture transformation has a accuracy rate of 46.67%,

recall rate of 46.67% and error rate of 38.71%.
Table 2 Testing Results of BP

Forecast
. Faulty Fault-Free
Reality
Faulty 21 24
Fault-Free 24 55

It can be seen that if the characteristic item is
input to the neural network without any characteristic
changes, the network performs poorly in fault identi-
fication accuracy, and the error rate is high. It also
shows that the traditional BP neural network is not
suitable for imbalanced classification problem with

high dimension input.

4.2 Autoencoder Softmax

The AutoencoderSoftmax neural network is ex-
perimentally verified in this part. The network struc-
ture is an Autoencoder network. The network is di-
mensioned by the activation function of RELU and
the number of neurons is 24 * 100 * 8 * 100 * 24.
The parameters of the first three layers are saved and
it gets a classifier with a structure of 24 * 100 * 8 * 8
with the Softmax layer. The result is as follows:

Table 3 Testing Results of Autoencoder Softmax

Forecast
. Faulty Fault-Free
Reality
Faulty 37 8
Fault-Free 8 55

With the data in Table3, as for the Autoencoder
Softmax depth learning network, the accuracy rate is
82.22% , the recall rate is 82.22% , and the error rate
is reduced to 14.81%.

4.3 LSTM
It is same as the previous experiment, three in-
dicators are also used to evaluate the performance,

the experimental results are as follows
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Table 4 Testing Results of LSTM

Forecast
) Faulty Fault-Free
Reality
Faulty 42 3
Fault-Free 3 55

With the data in Table4, as for the LSTM, the
accuracy rate is 93.33%, the recall rate is 93.33%

and the error rate is reduced to 5.83%.

4.4 GRU Experimental Results and Comparative
Analysis
It is same as the previous experiment, three in-
dicators are also used to evaluate the performance,

the experimental result is as follows:
Table 5 Testing Results of GRU

Forecast
) Faulty Fault-Free
Reality
Faulty 43 2
Fault-Free 3 55

The data in Table 5 shows that the accuracy rate
is 95.56% , the recall rate is 93.48% , and the error
rate is reduced to 4.85%. It is easy to see that the
GRU network accuracy rate has exceeded 90% and-
best of all, the rate of error for fault prediction has
dropped to 4.85% , which stabilizes the operation for
whole system.

The abovefor algorithms are compared and ana-

lyzed, the results are shown in Figure 9.
100

80

60

Accuracy Recall Error
Rate Rate Rate

mBPmASELSTM = GRU

Fig. 9 Identification Effects Comparison of Four Methods

As it can be seen from Figure 9, LSTM and
GRU network are obviously superior to the previous
two networks in diagnosing failures, they greatly re-
duce the error rate. In addition, LSTM and GRU
networks do not perform extract further feature be-
fore inputting training samples, compared with the
network after the feature extraction by the Autoen-
coder networks, which achieves a great degree of re-
tention of the input sample information and avoids
the loss of useful information. Moreover, the struc-
ture of GRU is simpler and the training is easier to
converge to a better solution, so the effect is better
than standard LSTM. It can be seen that the recur-
sive network has a good classification effect on the

balanced classification problem.
5 Conclusion

The Autoencoder Softmax deep learning net-
work proposed in this paper, can well extract the ef-
fective features from the complex feature vector data
set, and the dimensionality of the input data is loss-
lessly compressed, which greatly reduces the compu-
tational complexity of the network. But in the actual
training process, it is hoped that the training sample
can retain the useful information of the data as much
as possible, so that the training network will be more
robust and fault-tolerant. In dealing with high-dimen-
sional and time correlated data samples, the conver-
gence speed and identification effect of GRU net-
works are better than those of LSTM and Autoencod-
er Softmax deep learning networks. Moreover, the
GRU network also obtains satisfactory results in the
imbalanced classification problem. In the fault diag-
nosis of this paper, the prediction accuracy for the
fault of GRU network is 95.56% , The recall rate is
93.48% , and the error rate is 4.85%. This method
will provide a theoretical basis for the future non-tra-
ditional classification problems, and will have far-
reaching significance in depth learning and fault i-

dentification.
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