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Abstract: Medical image fusion has been developed as an efficient assistive technology in various clinical 
applications such as medical diagnosis and treatment planning. Aiming at the problem of insufficient protection 

of image contour and detail information by traditional image fusion methods, a new multimodal medical image 

fusion method is proposed. This method first uses non-subsampled shearlet transform to decompose the source 

image to obtain high and low frequency subband coefficients, then uses the latent low rank representation algo-

rithm to fuse the low frequency subband coefficients, and applies the improved PAPCNN algorithm to fuse the 

high frequency subband coefficients. Finally, based on the automatic setting of parameters, the optimization 

method configuration of the time decay factor 𝛼𝑒 is carried out. The experimental results show that the proposed 

method solves the problems of difficult parameter setting and insufficient detail protection ability in traditional 

PCNN algorithm fusion images, and at the same time, it has achieved great improvement in visual quality and 

objective evaluation indicators. 
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1  Introduction 

Due to the diversity of imaging mechanisms, dif-
ferent modes of medical images focus on different cat-
egories of organ or tissue information. Computed to-
mography (CT) imaging can precisely detect dense 
structures such as human bones and implants. Magnetic 
resonance (MR) imaging provides high-resolution ana-
tomical information on soft tissues. In order to obtain 
enough information for accurate diagnosis, doctors 
usually need to sequentially analyze medical images 
captured by different modes, but this separation method 
may still cause inconvenience in many cases. Image 
fusion technology[1-2] has become an effective way to 

solve this problem. Its purpose is to generate a compo-
site image that integrates complementary information 
contained in multiple images of different modalities. 

In the past decades, various medical image fusion 
methods[3-6] have been proposed. Most medical image 
fusion methods are introduced under the framework 
based on multi-scale transform (MST) to pursue good 
perceptual results. A large number of research results 
show that choosing a reasonable multi-scale transfor-
mation method and an effective fusion scheme for im-
proving the high and low frequency sub-band coeffi-
cients can significantly improve the performance of 
fusion methods based on the multi-scale transformation 
framework. 
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The non-subsampled shearlet (NSST) algorithm 
proposed in literature[7] is an improved result on the 
basis of retaining the advantages of shearlet transform, 
which avoids the pseudo-Gibbs phenomenon, has high 
operation efficiency and low complexity, and can Ef-
ficiently extract details such as edge texture in the 
source image; Johnson et al. developed a pulse-coupled 
neural network (PCNN) model[8-10], the standard 
PCNN model is usually simplified to reduce computa-
tional complexity while retaining basic visual Cortical 
characteristics, but the appropriate value of the para-
meters can only be estimated through manual adjust-
ment or a large number of training, which has become a 
serious problem and restricts the further development 
of PCNN; literature[11] proposes within the framework 
of NSST, pulse-coupled neural The network (PCNN) 
adds fusion rules to effectively extract the gradient 
features and information retention of the image, but the 
setting of many parameters in the PCNN is also a major 
difficulty; literature[12] proposes an image segmenta-
tion method based on a simplified PCNN model 
(SPCNN). The size of PCNN free parameters can be 
automatically set to achieve higher segmentation ac-
curacy; literature[13] improved the SPCNN model to 
obtain a parameter adaptive PCNN (PAPCNN) model 
and applied it to image fusion. Experiments show that 
the PAPCNN model has Faster convergence speed, and 
better results when applied in image fusion experi-
ments. 

Literature[14] proposes a low-rank representation 
(LRR) image fusion method, which can capture the 
global structure of the data, but due to the lack of dic-
tionary learning of LRR, the local structure preserva-
tion ability is limited; literature[15] proposes a new 
method based on The image fusion method of dictio-
nary learning and LRR, the algorithm uses the K-SVD 
algorithm to learn various sub-dictionaries, and then 
constructs a global dictionary, which has achieved 
good fusion results in both global and local structures; 
literature[16] proposes a method based on latent A 
low-rank representation (LatLRR) image fusion me-
thod, which uses a weighted average strategy and a 
summation strategy to fuse the global structure and 
local structure information, and better preserve the 

contour information in the source image. 
This paper first combines the advantages of NSST 

transformation, latent low-rank representation and 
PAPCNN model, and then proposes an improved 
PAPCNN time decay factor 𝛼𝑒 method, which adjusts 
the decay speed of the dynamic threshold Eij to achieve 
better fusion Effect. This algorithm not only solves the 
problem of retaining detail information in the 
low-frequency subband of NSST domain, but also 
overcomes the difficulty of setting free parameters in 
the traditional PCNN model, which can not only cap-
ture target information, but also retain detail contour 
information. 

2  Related Work 

2.1  Non-subsampled Shearlet Transform 
(NSST) 

The NSST transform completes the multi-scale 
and multi-directional decomposition of the source 
image through the non-subsampled pyramid filter 
combination filter (NSPF) and shearlet filter (SFB). 
NSST performs non-subsampling operations in the 
process of image decomposition and reconstruction, so 
it has translation invariance, can effectively overcome 
the pseudo-Gibbs effect when reconstructing images, 
and SFB can achieve direction localization. 

 

 
 

Fig.1  NSST Exploded Diagram 
 

Fig.1 is a schematic diagram of NSST transfor-
mation decomposition. NSST has translation inva-
riance, which is sensitive to edge contour feature in-
formation[17], and can effectively extract the detailed 
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information of the source image[18], which is suitable 
for image processing. Based on the above characteris-
tics, NSST is selected as the multi-scale transformation 
method for image fusion in this paper. 

2.2  Improvement of Adaptive PCNN 
(PAPCNN) and Parameters αe 

The basic PCNN model is applied to image fusion, 
the key problem is to determine the parameters. Such 
as time decay factor, connection strength and ampli-
tude, etc., to avoid large experimental errors caused by 
manual selection of parameters, Chen et al.[19] pro-
posed a simplified parameter adaptive PCNN (SPCNN) 
model, which is used in the field of image segmenta-
tion Has been widely used. Many experimental results 
show that the SPCNN model is also effective in the 
field of image fusion, especially when the PAPCNN 
model is applied to the fusion of high-frequency coef-
ficients of multi-scale transformation, the overall im-
age fusion quality is greatly improved. 

The SPCNN model is described as follows: 
Fij[n]=Sij               (1) 

Lij[n]=VL [ 1]ijkl kl
kl

W Y n −         (2) 

Uij[n]= fαe− Uij[n–1]+Fij[n](1+βLij[n])  (3) 

Yij[n]=
1,  U [ ] [ 1]
0, otherwise

ij ijij n E n −



＞
     (4) 

Eij[n]= eae− Eij[n–1]+VEYij[n])   (5) 

In the above SPCNN model, Fij[n] and Lij[n] 
represent the input and connection input of n iterations 
at position (i, j) respectively. In the iterative process, Sij 
is the external input, and is fixedly connected to Fij[n] . 
The previous firing state of Lij[n] adjacent neurons 
determine the current strength through synaptic 
weights. Fig.2 shows the basic structure of the SPCNN 
model. 

The internal activity Uij[n] is composed of its 

previous iteration value fαe− Uij[n–1] and the nonli-
near modulation of the input Fij[n](1+βLij[n]) and 
connection input, where the parameter αf is the expo-
nential decay coefficient of the internal activity and the 
parameter β is the connection strength. The output Yij[n] 
of the PCNN model determines the trigger event of the 
model, and its output has two states: fired (Yij[n]=1) 
and unfired (Yij[n]=0), this state is determined by the 
relationship between the internal activity Uij[n] and the 
dynamic threshold Eij[n–1] of the previous iteration. 
As shown in formula(4), when Uij[n]>Eij[n–1], fired 
(Yij[n]=1). Substitute the value of the output Yij[n] into 
the formula(5) to update the dynamic threshold Eij[n], 
where the parameter 𝛼𝑒 is the time decay factor, and VE 
is the amplitude of Eij[n]. In SPCNN, the initial values 
of Yij[0], Uij[0], and Eij[0] are all 0. Therefore, all 
neurons with non-zero intensity fire in the first itera-
tion. The architecture of the SPCNN model is shown in 
Fig.2. 

 

 
 

Fig.2  PAPCNN Structural Model 
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There are five parameters in the SPCNN model: 
connection strength β, amplitude of connection input L 
and dynamic threshold E, internal activity U and time 
decay factors VL and VE of dynamic threshold E. In 
addition, it can be obtained from the simplified formula 
of the SPCNN model that both αf and αe act as weight 
factors of ∑klWijklYkl[n–1], therefore, these two parame-
ters can be processed in the model as a whole λ. So there 
are actually only four parameters: αe , αf , β and VE. 

In the paper we improved the parameters 𝛼𝑒. The 
parameter αe is a time decay constant of Eij[n], and 
images with different gray levels require completely 
different parameters αe. In high-intensity areas, 
smaller αe is more suitable for fusion of different parts 
of the image; for darker images, larger parameters αe 
can achieve better fusion results. In this section, we 
introduce an adaptive αe computation method based on 
the Stevens power law[20]: 

S=K×In                         (6) 
Among them, S is the perceived strength, K is a 

constant, I is the physical strength, and the index n 
changes with the change of objective conditions. 

When using formula(6) to explain the relationship 
between perceived brightness and actual brightness 
(the gray value of the grayscale image is the actual 
brightness), select n=0.5. In fact, it can be understood 
as a process of nonlinear mapping from the spatial 
domain to the visual domain. The gray value of the 
high gray area in the spatial domain is compressed, and 
the gray value of the low gray area is increased to 
complete the process of mapping to the visual domain. 
Generally, the target pixels in the fused image are 
mostly high gray values. Since the gray values are 
compressed, to prevent the dynamic threshold value Eij 
from decaying too fast during the mapping process and 
causing the neurons corresponding to non-target pixels 
to misfire, a smaller parameter αe is used. to reduce the 
Eij attenuation speed; on the contrary, the low gray area 
contains a large number of non-target pixels, so use a 
larger αe to increase the gray level in the area to avoid 
information redundancy. 

The highest grayscale TOtsu of the image background 
and the grayscale distribution of the background σb play a 
crucial role in the quality of the fusion. 

The specific analysis process is as follows: 
For the highest grayscale TOtsu of the background. 

If TOtsu is close to or even completely overlaps with the 
lowest gray level of the target pixel, a smaller αe is 
required to achieve the best fusion effect. Otherwise, a 
large αe parameter is difficult to achieve the ideal fu-
sion effect on the edge of the image. Therefore, the 
relationship between αe and TOtsu is set as an inverse 
relationship in this paper. 

The grayscale distribution of the background σb. 
When TOtsu is close to or completely overlaps with the 
lowest grayscale of the target pixel, if σb is small, it 
means that most of the background pixels are close to 
the grayscale of the target pixel, so a smaller αe is 
needed for image fusion; if σb Larger, larger αe will 
give better fusion results. On the other hand, when the 
lowest gray level of the target pixel is much larger than 
TOtsu, σb has little effect on the fusion quality. 

To sum up, in this paper, αe and 𝜎𝑏 are set as a 
proportional relationship. αe is negatively correlated 
with TOtsu, and positively correlated with σb. Through a 
large number of experiments, it is found that when the 
relationship between the three satisfies formula(7), the 
algorithm can achieve the best state between fusion 
quality and computational efficiency: 

αe=
2, 0.1

,

b b

Otsu Otsu

b

Otsu

σ σ
if

T T
σ

else
T

 
 
 



＞

         (7) 

Among them, TOtsu is the highest gray level of the 
image background, and σb is the background standard 
deviation. 

The above PAPCNN model is mainly used in the 
field of image segmentation. In the paper, experiments 
show that it is also effective for image fusion. Especially 
when fusing high-frequency coefficients obtained by 
multi-scale transformation, it has a greater improvement 
in visual and objective indicators than traditional algo-
rithms. The essence of PCNN in image segmentation is 
to transfer the intensity information of a pixel to adja-
cent pixels, so that the information of adjacent pixels can 
be coupled and comprehensively utilized. For the 
high-frequency coefficient fusion of multi-scale trans-
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formation, the absolute value of the coefficient 
represents the activity level information to a certain 
extent, and there is a positive correlation between the 
activity level and the absolute value of the coefficient. 
The PCNN model performs image segmentation based 
on pixel intensity and can also distinguish the absolute 
value of high-frequency coefficients of multi-source 
images. The fusion of high-frequency coefficients by 
PCNN inherits its advantages in image segmentation, 
that is, the activity level information of adjacent pixels 
can be transferred to each other through the connection 
strength β, so as to obtain a more stable activity measure. 
Therefore, the image segmentation based on PCNN can 
be extended to the field of image fusion based on PCNN. 
In this paper, the above-mentioned PAPCNN model is 
selected as the fusion scheme of multi-scale transfor-
mation high-frequency coefficients. 

2.3  Latent Low-rank Representation 

The traditional LRR algorithm only considers the 
global structure of the image and the problem of li-
mited application range. Liu[21] and others proposed the 
LatLRR algorithm based on the LRR theory, which can 
extract the global and local structures from the source 
image, and improve the protection ability of the main 
information and local salient information. The algo-
rithm can be simplified to: 

, ,
min
Z L E ‖Z‖*+‖L‖*+λ‖E‖1 

s.t., X=XZ+LX+E               
 (8)

 

Among them, λ is the balance coefficient and 
∗

•

is always greater than zero, which is the nuclear norm, 

1• is the sum of the singular values of the matrix, and 

is the L1 norm. X is the observed data matrix, Z is the 
low-rank coefficient matrix, L is the significant coef-
ficient matrix, and E is the sparse noise part. Eq. (8) 
can be solved by inexact augmented Lagrangian mul-
tipliers (ALM). In Eq. (8), XZ represents the low-rank 
part of the image, and LZ represents the salient part of 
the image. The source image is subjected to the 
LatLRR algorithm to obtain low-rank and salient parts, 
and represent low-rank parts and salient parts, respec-
tively. The low-rank part contains more global struc-
tural information in the source image. In order to better 

protect the contour information in the image, the 
weighted average strategy is used to process the 
low-rank part; the salient part contains the local struc-
ture information and salient features of the source image, 
and the source image The salient features of must be 
preserved in the fused image as much as possible, so the 
summation strategy is used to process the salient parts. 

The LatLRR algorithm is based on the processing 
process of the global and local structures, Xlrr and Xs 
overcomes the problems of unobvious salient features, 
insufficient protection of main information, and arti-
facts after the fusion of traditional low-frequency al-
gorithms. In this paper, it is considered effective to use 
LatLRR algorithm for low-frequency sub-band infor-
mation fusion. Especially for the low-frequency 
sub-band information after NSST decomposition, the 
LatLRR algorithm approximates the low-frequency 
sub-band coefficients from both global and local as-
pects, which can represent the low-frequency infor-
mation of the image in detail, and the fused image is 
more natural. Based on the above considerations, we 
adopt the LatLRR algorithm model as a fusion scheme 
for multi-scale transform low-frequency coefficients. 

3  NSST-PAPCNN-LatLRR Fusion  
Algorithm 

The specific fusion steps of this algorithm are 
shown in Fig.3. In this paper, the source image CT and 
MRI are fused, and the detailed fusion process includes 
four steps: NSST decomposition, high-frequency 
sub-band fusion, low-frequency sub-band fusion, and 
NSST reconstruction. 

Step 1: NSST decomposition 
First, perform NSST decomposition on the two 

source images A and B to obtain the decomposed 

subband coefficients { l,k
AH , LA} and { l,k

BH , LB}. l,k
AH

indicates the high-frequency sub-band coefficients of 
the source image A in the decomposition level l and 
decomposition direction k, and LA represents the 
low-frequency sub-band coefficients of the source 

image A after decomposition. Similar to A, l,k
BH and 

LB  represent the corresponding subband coefficients 
of image B after decomposition. 
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Fig.3  NSST-PAPCNN-LatLRR Algorithm  
 

Step 2: Fusion of high frequency subband coef-
ficients 

In this paper, the improved parameter adaptive 
PCNN (PAPCNN) model in Section 2 is used to fuse 
high-frequency subbands. Based on the above discussion, 
the absolute value map of the high-frequency subband 
coefficients is selected as the network input of the fusion 

process, that is, the feed input is Fij[n]=| l,k
SH | S {∈ A, B}. 

During the iteration of high-frequency information, 
the overall activity level of high-frequency coeffi-
cients was measured by the total firing time. Accord-
ing to the basic formula of PAPCNN, the cumulative 
trigger time can be calculated by the sum of the last 
trigger time and the final output of this time: 

Tij[n]= Tij [n–1]+Yij [n]          (9) 
Among them, N is the total number of iterations, 

and Tij[n] is the firing time of the neuron. ,
,

l k
A ijT  

indicates 

the ignition time of the high-frequency sub l,k
AH in the 

PAPCNN model, and l,k
B, ijT  has the same meaning for 

l,k
BH . The fusion band is calculated by formula (10): 

l,k
FH (i, j)=

, , ,
, ,

,

( ) ? [ ] [ ]

( ) otherwise

l k l k l k
A A ij A ij

l k
B

H i j if T N T N

H i j





, , ≥

, ,
  (10) 

Formula (10) shows that the final high-frequency 
sub-band coefficient is represented by the high-frequency 
sub-band coefficient with a larger ignition number, and 

the sub-band coefficient with a longer ignition time (that 
is a larger ignition number) is the final high-frequency 
sub-band coefficient. In this paper, the optimal 
high-frequency fusion coefficient is obtained by adap-
tively adjusting the size of the time decay factor αe. 

Step 3: Fusion of low frequency subband coeffi-
cients 

The low-frequency sub-band coefficients still 
contain some important details, so the fusion process 
of low-frequency sub-band coefficients is also a key 
part of image fusion. In this paper, the latent low-rank 
representation is selected to fuse low-frequency sub-
band coefficients[21]. First, the low-frequency part is 
decomposed to obtain the low-rank part LC_lrr and the 
salient part LC_s, among which C {∈ A, B}; then the 
low-rank part and the salient part are fused using the 
weighted average fusion strategy and the sum fusion 
strategy respectively, and the fused low-rank part Llrr 
and the salient part LC_s are obtained; Finally, the 
low-rank part and the significant part are accumulated 
to obtain the fused low-frequency coefficients. The 
specific implementation steps of low-frequency 
sub-band fusion are shown in Fig.4: 

Step 4: NSST reconstruction 
Finally, inverse NSST reconstruction is per-

formed on the fused high-frequency sub-band coeffi-

cients l,k
FH  and low-frequency sub-band coefficients 

LF to obtain the fused image F. 
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Fig.4  Low Frequency Subband Flow Chart Based on 
Potential Low Rank Representation 

 

4  Experimental Results and Analysis 

4.1  Image Fusion Quality Evaluation Index 

In practical applications, image fusion quality 
evaluation methods are generally divided into two 
categories: subjective evaluation methods and objec-
tive evaluation methods. Subjective evaluation mainly 
relies on the subjective evaluation of the fusion image 
by the human visual system. It is feasible for some 
specific fusion scenes, but it has the disadvantages of 
strong subjectivity and one-sidedness. The objective 
evaluation method analyzes the performance of dif-
ferent fusion methods through objective indicators, and 
the evaluation results are more instructive. In this paper, 
we select 6 widely used objective fusion metrics. 

(1) Spatial Frequency 
spatial frequency（Spatial Frequency）[22] reflects 

the change rate of the image grayscale。The spatial 
frequency of the image is calculated from the row 
frequency (RF) and column frequency (CF) of the 
fused image. The higher the SF value, the higher the 
similarity between the fusion image and the input im-
age, and the better the fusion quality. Its calculation 
formula is as follows: 

SF= 2 2+CF RF           (11) 
Among this,  

RF= 2

1 1

1 | ( , ) ( , 1) |
M N

i j
F i j F i j

MN = =
− −∑∑    (12) 

CF= 2

1 1

1 | ( , ) ( 1, ) |
M N

i j
F i j F i j

MN = =
− −∑∑    (13) 

Among them, M and N represent the length and 
width of the image respectively, and F is the fused 
image. 

(2) Average Gradient 
Average Gradient is used to measure the clarity of 

the fused image. The larger the average gradient value 
of the fused image, the higher the definition and the 
better the quality of the fused image. Calculated as 
follows: 

( )( )
( ) ( )( ) ( ) ( )( )2 2

1 1

1 1

1, , , 1 ,1
1 1 2

M N

i i

F i j F i j F i j F i j
AG

M N

− −

= =

+ − + + −
=

− − 

 (14) 
Parameters M, N, F have the same meaning as the 

parameters of the indicator SF. 
(3) Entropy 
ntropy[22] represents the amount of information in 

the fused image. The larger the entropy, the greater the 
amount of fusion image information. Its calculation 
formula is as follows: 

 
1

2
0

log
L

i i
i

E P P
−

=
=           (15) 

Among them, L represents the gray level of the 
image, and Pi represents the proportion of gray value i 
pixels to the total pixels. 

(4) Quantization Parameter 
Zhao et al.[23] proposed a method to calculate the 

availability of source image features in the fused image 
as an indicator to measure the efficiency of the fusion 
algorithm. The algorithm uses phase coherence to 
measure image features and uses local correlation 
calculations to quantify the availability of features in 
fusion results. The algorithm can be defined as: 

( ) ( ) ( )blind p M mP P P P
α γβ′ =           (16) 

k
xy kk

xy k k
x y k

C
C

C
σ

σ σ
+

=
+

                  (17) 

From the source images A, B, the components Pp, 
PM, Pm can be obtained, which are defined by the 

maximum value of the correlation coefficient k
xyC

between the sets x and y. The exponent parameter can 
be adjusted according to the importance of the com-
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ponents α、β、γ. Ck is selected as a fixed constant 
0.0001. Assuming that the image consists of K image 
blocks, the final result is: 

( )
1

1 K

blind blind
k

P P k
K =

′ ′=              (18) 

(5) Quality Assessment of Basic Functions 
Quality Assessment of Basic Functions [22] is a 

novel fused image evaluation index, which uses local 
metrics to calculate the transfer amount of edge in-
formation injected into the fused image from the source 
image. The closer the value of QAB/F is to 1, the 
higher the quality of the fused image. Its calculation 
formula is as follows: 

( ) ( ) ( )( ) ( )( )0 0
1 , 1 ,

W
Q Q A F Q B F

w ω
λ ω ω λ ω ω

∈
= + −  (19) 

(6) Quality Evaluation (QE) 
Based on the common image quality evaluation 

index (UIQI) [25], Piella and Heijman[24] proposed a 
UIQI-based fusion index Quality Evaluation[25], 

( ) ( ) ( )( ) ( )( )0 0
1 , 1 ,

W
Q Q A F Q B F

w ω
λ ω ω λ ω ω

∈
= + −  (20) 

( ) ( ) ( ) ( )( ) ( )( )0 0, 1 ,W
W

Q c Q A F Q B F
ω

ω λ ω ω λ ω ω
∈

= + −  (21) 

( ) ( ), , , ,E W WQ Q A B F Q A B F α′ ′ ′= ⋅    (22) 

The central idea of Q is: first, the source image and 
the fused image are segmented using a sliding window; 
then, the structural similarity of each sub-block is cal-
culated. Since each image block has different impor-
tance to the fusion quality, a QW weighted quality 
evaluation index is proposed to further improve the 
evaluation effect. Among them, c(ω) represents the 
importance of the image block at ω in the whole image. 
On the basis of QW, edge detection is performed on the 
fused image and the source image respectively, and then 
the edge image is brought into QW to obtain the 
weighted similarity, and the two QWs are combined to 
obtain the edge-based structural similarity index QE. 

4.2  Comparison Scheme 

Compare the fusion method proposed in this pa-
per with the existing five representative fusion me-
thods, namely: LRR method[14], MST-SR method[26], 
NSCT-PCNNmethod[27], NSST-PAPCNN method [16], 

and NSST-PAPCNN-CSR method[28]. Among them, 
MST-SR, NSCT-PCNN, NSST-PAPCNN, and NSST- 
PAPCNN-CSR are all classic fusion schemes based on 
multi-scale transformation and have a similar fusion 
framework to the scheme in the paper. Other methods 
are also widely used in the field of image fusion. The 
parameter values used in these scenarios are the default 
values provided by the authors. 

4.3  Image Fusion Experiment 

The source images used in the experiment are all 
from the whole brain atlas library established by Har-
vard Medical School, and all the source images are 
obtained from the same slice with different imaging 
methods at the same angle. In order to verify the ef-
fectiveness of the algorithm in this paper, we selected 
50 sets of brain source images for fusion testing. 
Among them, there are 20 pairs of CT/MR images and 
30 pairs of MR-T1/MR-T2 images. All source images 
are of 256x256 pixel spatial resolution and were ex-
actly matched before use. Select representative areas 
(such as image details, edges, etc.) of all fused images 
to zoom in as close-ups of fused images, to better 
evaluate the fused images visually. In this section, 
NSST-PAPCNN-LATLRR is compared comprehen-
sively with five mainstream algorithms. Experiments 
prove that the algorithm in this paper is in the leading 
position in visual effect and objective index evaluation. 

A. Visual Quality 
Fig.5 and Fig.6 show the fusion results of CT and 

MRI images, and the upper left corner is the enlarged 
image of local details. Compared with the source image, 
the LatLRR algorithm (Figure c) has insufficient abil-
ity to protect the detail information of the MRI source 
image, and the overall brightness of the fused image is 
higher. This is because the salient structure of the 
LatLRR algorithm adopts a simple "maximum value" 
fusion rule, and there is no suitable Reasonable selec-
tion of the weight of energy preservation; MST-SR 
algorithm (Figure d) adopts the mean fusion rule in 
low-frequency fusion, and has poor performance on 
details such as edges and contours, resulting in poor 
feature information fusion effect of the source image; 
NSCT -The high-frequency fusion part of the PCNN  
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Fig.5  CT and MR (1) Medical Image Fusion Results 
 

 
 

Fig.6  CT and MR (2) Medical Image Fusion Results. 
 

algorithm (Figure e) adopts the traditional PCNN model, 
and there is a problem that the experimental results are 
difficult to achieve optimal results due to manual setting 
of parameters, so that the fusion effect on the image 
details is not good, and the energy conservation ability is 
limited, resulting in the overall brightness of the image 
Low problem; the NSST-PCNN algorithm (Figure f) can 
decompose the source image in multiple scales and 
directions, but the parameter adaptive PAPCNN model 
is used to process high-frequency coefficients, which 

usually performs well, but the function of preserving the 
source image There will be some deficiencies in infor-
mation and image details; the NSST-PAPCNN-CSR 
algorithm (Figure g) chooses the global convolutional 
sparse model (CSR) model for its low-frequency algo-
rithm, and lacks the details of low-frequency informa-
tion, resulting in obvious defects in the fusion image. 
Artifacts and low overall brightness. The NSST- 
PAPCNN-LatLRR algorithm (Figure h) proposed in this 
paper fully retains the detailed information of the source 
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image, and the low-frequency band also contains part of 
the detailed information. The LatLRR algorithm in the 
paper decomposes the low-frequency sub-band infor-
mation twice, fully retaining the global image of the 
low-frequency segment. structure and salient informa-
tion structure. Therefore, low-frequency information 
can well retain detailed information. The high-frequency 
sub-band information is fused through the improved 
PAPCNN model. In this paper, the optimal value of the 
target parameter is obtained through the improved pa-
rameter 𝛼𝑒 algorithm. The fused image can fully retain 
the significant details of the source image and there is no 
problem that the overall brightness of other algorithms is 
not suitable. It can also clearly express the outline, tex-
ture and edge features of the source image, without the 
problems of blurred or lost details and obvious noise 
artifacts. 

Fig.7 and Fig.8 show the fusion results of two sets 
of MR-T1 and MR-T2 images. The overall brightness 
of LatLRR is low and there is an undesirable effect of 
blurring key information. In addition, some salient 
information (contour, etc.) in the MR-T1 source image 
is not well preserved in the fused image. The MST-SR 
algorithm retains too much information in the MR-T2 
source image, and the detail information in MR-T1 is 
blurred or even lost, resulting in too low overall 
brightness of the fused image. The main disadvantages 

of the NSCT-PCNN algorithm are low computational 
efficiency and limited ability to extract details, result-
ing in obvious artifacts (see the local enlarged area in 
Figure 7e), and the overall fusion effect is not good. 
NSST-PAPCNN and NSST-PAPCNN-CSR perform 
well in detail extraction, but the NSST-PAPCNN-CSR 
algorithm over-enhances the information in the MR-T2 
source image, and there is a problem of inconsistent 
intensity in some areas. The scheme proposed in this 
paper is more competitive than the comparison scheme, 
the overall visual quality is higher, and the details of 
the image can be well preserved. In the partially en-
larged picture, the texture of the effect picture of this 
scheme is clearer, the salient features are more obvious, 
and there is no noise interference such as artifacts. 

B. Objective Evaluation 
Table 1 objectively evaluates the performance of 

different fusion algorithms for medical image fusion. 
Six index data of six algorithms corresponding to 
fusion images are given. For each metric, the highest 
scores of the six algorithms are indicated in bold, with 
the second and third ranked figures underlined. The 
scores of the top three ranks are indicated by numbers 
in parentheses. In order to more intuitively compare 
the objective indicators of different fusion schemes, 
we visualize the data content in Table 1 as shown in 
Fig.9. 
 

 
 

Fig.7  MR-T1 and MR-T2 
(1) Medical Image Fusion Results. 
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Fig.8  MR-T1 and MR-T2 
(2) Medical Image Fusion Results. 

 

Table 1  Objective Evaluation of Different Medical Image Fusion Methods 

Images Metrics LatLRR MST-SR NSCT-PCNN NSST-PAPCNN NSST-PAPCNN-CSR Proposed 

 
 

CT/MR 
(1) 

SF 26.562 32.3869 28.3453 33.0035② 32.9781③ 33.0266①

AG 12.6594 15.9146 14.5297 16.4285② 16.2706③ 16.5895①

EN 7.8073② 7.5956 7.5137 7.7279③ 7.5252 7.8177① 

QP 0.3483 0.3439 0.3584③ 0.3644② 0.3472 0.3718① 

QAB/F 0.4495 0.5023 0.1653 0.5136② 0.503③ 0.5192① 

QE 0.5403 0.4773 0.5367 0.5683① 0.5637③ 0.568② 

 
 

CT/MR 
(2) 

SF 16.6706 19.0223 19.1176② 19.0896③ 18.9806 19.1285①

AG 5.6809 6.7412① 6.594 ③ 6.5648 6.5098 6.636② 

EN 5.3535② 5.2849 5.333 ③ 5.2823 5.1292 5.721① 

QP 0.4511 0.3967 0.4851② 0.4816③ 0.3888 0.4918① 

QAB/F 0.5661 0.5293 0.5799② 0.5759③ 0.5421 0.5808① 

QE 0.3745 0.3648 0.462 ① 0.4578③ 0.4318 0.4584② 

 
MR-T1/ 
MR-T2 

(1) 

SF 20.3221 22.5456 23.9221 23.246 23.8766③ 24.0841①

AG 6.3508 7.0882 7.2972 7.6503① 7.4741③ 7.5868② 

EN 5.2515③ 5.4707 4.9045 5.0599 5.1294 5.6494① 

QP 0.3897③ 0.337 0.2941 0.3405 0.4022② 0.4074① 

QAB/F 0.5575 0.5573 0.5848 0.6065③ 0.6068② 0.612① 

QE 0.5803 0.6007 0.6635 0.6829① 0.6684③ 0.6803② 

 
MR-T1/ 
MR-T2 

(2) 

SF 20.3689 24.668① 20.9992 24.4838③ 22.5898 24.5038②

AG 6.8512 8.2826② 7.6368 8.2234③ 7.095 8.3514① 

EN 4.4209 4.5898② 4.5801③ 4.1088 3.657 5.2241① 

QP 0.3038 0.2748 0.21 0.4297① 0.3966③ 0.3981② 

QAB/F 0.4809 0.5171 0.2188 0.5469② 0.5387③ 0.5474① 

QE 0.5283 0.5915 0.3912 0.6063② 0.6053③ 0.6128① 
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Fig.9  Visualization of Objective Evaluation of Different Image Fusion Methods 
 

Fig.9 shows, among the four groups of fused 
images, the six index parameters of the fusion scheme 
proposed in this paper are all in the top two. Among all 
the 6 fusion indicators, our scheme is the only one that 
always ranks in the top two in all indicators. Especially 
for EN and QAB/F metrics, our method achieves the 
highest scores. The proposed algorithm has the same 
fusion framework as the NSST-PAPCNN and 
NSST-PAPCNN-CSR algorithms, but the proposed 
method outperforms both of them in the four sets of 
fused images, which shows the clear advantage of our 
method. The MST-SR algorithm obtained a high score 
on the AG index of the two groups of photos, which is 
in line with the advantages of the sparse representation 
model, but the algorithm in this paper is in a leading 
position in other indexes. Based on the above com-
parison, it can be concluded that the algorithm in this 
paper can gain greater competitiveness in advanced 
image fusion schemes. 

5  Conclusion 

A new multi-scale transformation domain medical 
image fusion scheme is proposed in this paper. The 
innovation of this scheme mainly lies in two aspects. 
First, we introduce a parameter-adaptive PCNN model 
into the fusion of high-frequency subband coefficients. 
And optimize the parameter algorithm of the time 
decay factor 𝛼𝑒 to better coordinate the decay speed of 
the dynamic threshold. On the other hand, for the 
problem that low-frequency coefficients also contain 
some detailed information, the latent low-rank repre-
sentation (LatLRR) algorithm is introduced as a fusion 
scheme for low-frequency sub-band coefficients. Solve 
the problem of difficult parameter setting and insuffi-
cient protection of detail ability in PCNN model. 50 
groups of medical images were selected for a large 
number of experiments to verify the effectiveness of 
the method. Compared with five advanced medical 
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image fusion schemes, the experimental results show 
that the fusion scheme in this paper is in the leading 
position in terms of visual perception and objective 
indicators. In the future, we will devote ourselves to 
developing more efficient image fusion strategies to 
further enhance the practical value of image fusion in 
clinical applications. In addition, we will continue to 
explore the potential of the NSST-PAPCNN-LatLRR 
algorithm in the fields of remote sensing images, 
infrared and visible light images. 
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