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Abstract: Dynamic tar simulator has been widely used in calibration and validation for star trackers. To achieve both high accura-

cy and large view field,a dynamic star simulatorbased on optical splicing technology with 2 1920x1080-LCDs and a half—trans-

mission and half-reflection prisms was proposed in this paper. The physical principal and error model due to the splicing structure

has been discussed and analyzed in detail. Based on the Tsinghua Micro star tracker, the error effect and system accuracy has been

carefully tested and calibrated. The result showed that this simulator can get the accuracy of 10.4" (3sigma) within a field of view

of ,which can meet the simulating requirement of modern star tracker, whose accuracy can reach 3" (3sigma) ,
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1 Introduction

Star trackers, whose accuracy could reach arc
second, are the most accurate attitude sensors availa-
ble in space use. Due to the restriction of aerospace
conditions, it’s almost impossible to test a star track-
er in space. Therefore, ground experiment devices,
star simulators, are designed to accomplish calibra-
tion and real time test for star trackers in lab condi-
tions. Traditionally researchers used many other de-
vices to test the performance of the star tracker. Ref-
erence '’ reports an optical calibration method of the
star tracker based on a theodolite' > .

Star simulator simulates the brightness and loca-
tion of the stars. As an optical simulation instru-
ment, the accuracy, dynamic features and FOV are
the key parameters of it so that many researchers
take efforts to achieve a better performance. Refer-
ence'" presents a star simulator with a LED board as
its star map simulation system. This kind of system
could achieve the dynamic simulation of the star
map, but the error is only theoretically and briefly
analyzed and no specific experiment results are giv-

[2

en. Reference'” reports the design of a static star

simulator, mainly focused on the optical design and
thermo analysis.

Although the accuracy could be improved,
these approaches failed to figure out how to expand
the FOV of the star simulator. The development of
the tiled display technology provides a way to pres-
ent high-resolution and large view-field images. Ref-

[3~5]

erence summarized 6 different types of tiled dis-

play technology, like multi-monitors, tiled LCD
panels and projector arrays etc. Reference “°* pres-
ent 3 examples using multi-monitors and tiled LCD
panels to display high-resolution images. But none of
them tackle the top challenge in tiled display; the in-
tegration of the “tiles” to a seamless whole. Refer-

ence 0712

provide some approaches to correct the
color and the geometry, however, they just accom-
plish a rough calibration in order to make the images
seem seamless which could not meet the requirement
of the accuracy in the design of precision instru-
ments.

Besides, since the study of enhancing the dy-
namic features of the star tracker is one of the top
topics, the design of dynamic star simulator is be-

coming more and more attractive' "’
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In this article, a high accurate and large view
field dynamic star simulator based on optical splicing
technology is described. We used optical splicing to
solve the seam problem and the test result shows that
the application of optical splicing technology in star
simulator could achieve a good performance. Further,
its error model established to provide a guidance of

the manufacture and analysis of this kind of devices.
2 Design of the star simulator
2.1 Structure and working principle of the simulator

In order to expand FOV and achieve high accu-
racy, optical splicing is used to design the star simu-
lator. It consists of 2 parts; the star map generation
session and the optical collimating session. Figure 1

shows the structure of the whole system.

1# Display System
1# LCD Driver

1# LCD Illumination
1# LCD

Splice Prism

Light trap

Half transmission/
half reflection

2# Display system

Collimator lens

LCD Board 2

LCD Board 1

Splicing Prism

LCD Driver Board

Optical Collimating System

Fig. 1 Design of the Star Simulator Structure.
(a) Sketch of the star simulator;

(b) Design drawing of the star simulator.

Here is the working principle of the system, in
the star map generation session, firstly a star map is
split and displayed in the 2 LCD modulator boards,
which are controlled by the computer and tightly
fixed on the prism, and then the light radiated from
the LEDs passes through them to the splicing prism.
The prism is diagonal, therefore could put the 2
parts of the star map together to form the original
one and the certain overlapping area is ensured by
the structure of the frame. Meanwhile, the spliced
image is located on the focal plane of the optical col-
limating system, thus the final image of the star map
is infinity.

2.2 Star map generation algorithm

In order to achieve the simulation goal, the cap-
tured images simulated by star simulators should be
coincided with the ones conjectured by the real
space. Considering a star sensor working at attitude
matrix A, the location of a real star can be described
by an inertial vector

L:(Ux,vy,UZ)T (1)

Assuming that the error matrix between the
CCD and the star sensor lens isA_ , the focal lengths
of the star sensor isf, and the coordinate of the origi-
nal point is (x,,,y,, —f.) . Correspondingly, (x,,,
Yo.» —/f.) represents coordinates of the original point
and A, represents the error matrix between the object
plane and the lens of the star simulator.

Then according to the ideal pinhole model, the
relation between the coordinates of the stars on the
imaging plane and the object plane could be de-
scribed as follow ;

AL+ (x50, = /)
TALA (o 0s =/ |

Aan + (x(} 7y()‘ ’ _f;)T

TAL A+ (x50, =)' |

- AL (2)
where

L, =(x,,y,0)" (3)

L. =(x.,y,0)" (4)

which represent the coordinates of the star on
the object plane and image plane. Then using the e-

quation (2), given the attitude matrix A ,the error
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matrix A, and the real star inertial vector, the coordi-
nates of the star point in the star simulator could be

calculated.

3 Error analysis of the spliced star simu-
lator

3.1 Summary of the error sources of the spliced
star simulator

The error of the simulation is inevitable due to
the structure and composition of the system. Accord-
ing to the working process discussed above, the er-
ror of source of the system can be categorized as fol-
lows:

(1) The star catalog error

The star catalog error concerns the accuracy of
the vector L in equation (2), and can be ignored
when the catalog is checked before used.

(2) The componential error

The deformation and surficial inhomogeneity of
each optical component could cause error. However,
considering the manufacturing accuracy, the surficial
inhomogeneity, which could reach few nanometers,
can be ignored comparing to the other kinds of error.
The deformation can be caused by the thermo-effects
and the fabrication process. Here, in order to simpli-
fy the error propagation process, we assume that the
deformation error only leads to the angle and loca-
tion change of the corresponding plane, regardless of
the non-planar error.

(3) The optical collimating system error

In order to achieve high accuracy, the image po-
sition precision of the optical collimating system must
be accurate enough. According to reference ', the
error mainly results from the distortion of the optical
in Refer-

system and is discussed

[15~17]

specifically
ence

The error sources discussed above are often en-
countered and analyzed in the design of optical pre-
cision instruments. In this article, we will not study
them deeply, instead we concern more about the er-
ror caused by the tiled display technology.

(4) The positioning error between the compo-

nents

This error consists the positioning error between
the LCD modulators and the prism and the one be-
tween the prism and the optical lens and could affect
the error matrix A, in equation (2). Besides, since
the tiled display technology is used, the positioning
error between the 2 LCD modulators will influence
the accuracy of the whole system largely, so in the
following discussion, we will focus on this kind of

error.
3.2 Splicing display model of the simulator

Since the lacking of the study of the physical
model of this kind of devices and its importance for
the accuracy of the simulation result, it’ s essential
to build the splicing display model of the simulator.
In the follow analysis, we will mainly focus on the
positioning error. Figure 2 shows the definition of the

coordinate systems used below.
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Fig. 2 Definition of the coordinate system.
(a) Definition of O-XYZ and O-UVW;
(b) (c) Definition of O-e.e, and O-cle’ .

(1) As the optical collimating system can be
simplified as a pinhole model, the frame O-XYZ is

fixed on the optical principle point of the optical

COSUL; COS®; sinw,
— SinW,SinV; — COSW,COSV,COS®;  COSWU,COSW,
Ap, = L .
: COSV,SINW,SINW, — COSW,SINV;  — COSW,COSU,;
tl"i tvi

where u;,v;,w; and ¢, ,t, ¢

M2 Tv 2 T

respectively de-
scribe the angular error and transitional error of the
LCDs in frame O-UVW.

Thus the coordinate conversion from the frame
0-e'e' e to the frame O-UVW should be

X"y z
1
LPl = AP1 (APL,Lc1 = Pr) (6)
2
LP2 =A, AP2 (APLchZ - Pp)
Here L, and L,, represent the star points’ coordi-
nates on LCDs. L, and L, represent the star points’
1 2

coordinates after the splicing process. The p}, and p;,
are used to present the vector pointing the original
in O-elele! and

Xy z

point of O-UVW respectively
0'6§6§€f .Ap, and A, represents the conversion ma-

trix between O—eiei,ei and O-UVW where

system and the axis OY is along with the principle
axis. This coordinate system is used to present the
imaging process.

(2) The frame O-UVW is fixed on the splicing
prism, where axis OV is vertical to the surface of the
prism. This coordinate system is used to elaborate
the splicing process which mainly concerns about
how the star map is formed by 2 LCD images and a
half-transmission and half-reflection prism.

(3) The frame O—eie;,ezl and O-efeief is fixed on
the corner of the LCD boards as shown in the figure
which represent the drawing control system. The o-
riginal points and axes e, e, ,i = 1,2 of this frame are
also identical with the drawing control frames’.
Since the LCDs are tight fixed on the splicing prism,
the axes Oei,Oef and OW, Oej ,—Oef, and OU,
Oe;, — Oe? and OV are in the same direction.

The error caused by the dislocation between
LCDs and the prism could be described by the error

matrices A, which is specified as below.

cosw;sinv;, 0
cosy,;sinu, — cosy,sinv,sinw; 0
Lo =12 (5)
cosu,;cosv; + sinu,sinv;sinw; 0
Ly, 1
-1
B -1
Any =14 (1)
1
1
-1
Ay, = (8)
1
1

A, stands for the process that the LCD2 is re-
flected where
-1

-1
ref 1

(9)

1

After the splicing process, in order to form a
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full star map, there must be a certain overlapping ar-
ea in the image formed by the splicing prism as
shown in figure 3. Under ideal condition, the axis
OV would pass through the center of the overlapping
area as shown in figure 3.

Besides, the dislocation between the splicing
prism and optical collimating system should also be
included. Ideally, in the OXYZ system, the axes
OV and OZ should be in the same direction and the
rear surface of the prism should be positioned on the
focal plane of the optical system. This kind of error
could be described by the error matrix 4, between the
prism and the optical system. The matrix 4, could be

specified as below

cosfBcosy
4 — sinasinB — cosacosfBsiny
? | cosBsinasiny — cosasinB

tx

Where «,8,v respectively stand for the angles
between axes OX and OW, OU and OY, OZ and
OV and ¢,,t,,t, represent the transition error of the
splicing prism in frame O-XYZ.

Then the coordinates conversion between the
frame O-UVW and O-XYZ is

L, =A4,(A,L, = p,) (11)

Where p,, is used to present the vector pointing
the original point of the frame O-XYZ in frame O-
UVW. 4, represents the conversion matrix between
O-UVW and O-XYZ where

Apy = (12)

1
Then the according to equation (6) and (11),
the relation between the drawing frame coordinates
and the lens frame coordinates is
Ly =ApApAp Ap, L, ~ AOAPOAPIP,IDL = Appop

= AoPop
(13)

Ly, = AgApoA,Ap Ap L., = A()AP()ArefAPszz’L

siny cosycosB
COSQCOSY

— cosysino

LCD1 LCD2

Splicing area

Fig. 3 The description of the ideal splicing process.

cosfsina — cosasinBsiny (10)
cosacosf3 + sinasinBsiny

- O O O

t

z

In practice, we used the LCDI1 to display the
splicing part as shown in figure 4. In order to deal
with the splicing display process, the star map coor-
dinate system O-e e, is defined and fixed on O-XYZ
which is used to present the relation between the
drawing of the star map and the computer drawing
system. The left part of the star map relative to the
split surface is displayed on LCD]1 and the other part
on LCD2.

LCD2 FOV

LCD1 FOV
\

Split Surface

Fig. 4 The sketch of splicing display solution
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Thus the split surface could be represented as
(Los=Loo)® (A()AP()AP]API,Igi- _A()AP()APIPLL —Awpop) = 0
(14)
Where g_:, represents the unit vector along e}l, in

the frame O-elele! | L,; = (x,y,z,1) " represents the

xy "z 9
coordinates of the points of the split surface in the

frame O-e e

X7y 9

L., represents the coordinates of the

111
.e,e, and could be de-

Achl - AOAP()APIPLL = Aupor

original point of the frame O-e

termined as below
Lyy == A()AP()AP]p;L = AopPop (15)
Then according to equation (2) once a star de-
scribed by attitude matrix A and location vector L is
displayed on the simulator, the coordinates of the
pixel which should be lighten could be presented by

the equation below

- AL = Jf(=AL = Ly,) ® (Ael — AyA, A, pl = Aypyn) =0
” Aanl - A()AP()Al"]pLL - A()po,v f 0 o ofrolele obor (16)
AL, - A()AP()ArefAPQPIZJL ~Apopr . .
- AL = [AL —AA A A p2 “ Ao | Jf(= AL = Ly,) ® (Az'gy _A()AP()APIPPL —Appop) <0
2, 0 oLt PPpL oPopr
Where
Ay = ApApoAp Apy, (17 Here is the simulation process, firstly a series of
Ay = AgAppA, Ay Ay star points are generated whose coordinates could be

Then the according to equation (5) ~ (16) , the
splicing display model of the star simulator is fully
established. Using the display equation (16), re-
gardless of other sources of error, the devices could
achieve an ideal simulation of the location of the star

from infinity.
3.3 Parameter Simulation of the Simulator

Although the equation (16) provided a way to
eliminate the error caused by the dislocation between
the components, it’ s hardly to measure the factors
in equation (5) and (8) precisely due to the restric-
tion of the structure then it’ s essential to minimize
the error during the manufacturing as much as possi-
ble. So we conducted a series of simulation to test
the effect of each factor. The simulation parameters
are shown in table 1.

Table 1 Simulation Parameters

Item value description

f 50mm Focal length of the star tracker
L 50mm Side length of the prism

; 173mm The distance between the prism

center and the optical center

Side length of the LCD pixel
Length of the LCD board
Width of the LCD board

Orcp 0.015mm
Lien 1920pixels
Wiep 1080pixels

represented as L, (assuming that they are checked ac-
cording to equation (16) and displayed on LCDI)
and imaged under ideal condition as the standard im-
aging position whose coordinates could be represen-
ted as L, . Then according to equation (2) and
(13) considering the star tracker is under ideal con-
dition, the relation between L, and L, is

sta

APOAPLILO = Apop :m ~Por L, +(0,0,-f)
”AP()APLILO _AP()p;,‘ ~Pop I 2 + (0,0, =/ |
(18)

Where
1 1\
PLL = (2ZLCDSLCD ,0, - l}))

p()P = (O’ - lup’o) !

Then the error factors are added and the ima-
ging position L, which contains error are calculated
as followed

AOA[’()AI’IAPLILO - AoAPoAPlPL,, = AoPop
” A()AP()APlAPLIL() - A()AP()API:DLL
L, + (0,0, -f)
I'L, + (0,0, =f) |
The difference 6,, = (L,, — L,,) /f, is used as

the test result to evaluate the influence of each factor

= Apop |

(19)

err

to the imaging process. The results are shown in fig-

ure 5~9.
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The simulation results show that (1) a small
dislocation between the components could cause
huge error to the accuracy to the star simulator so
that on the one hand, its essential to minimize the
dislocation as much as possible during the manufac-
turing, on the other hand, the error calibration
process is indispensable; (2) due to the restriction
of the test method, the 18 effect factors could not be
separate easily and since the optical distortion of the
test system is inevitable, it’ s important to figure out

a way to measure the factors.
4 Test of the effect factors

4.1 Test system and test method

In order to achieve the measurement of the
effect factors and the evaluation of the performance

of the device, we used a high-accurate star tracker

whose accuracy could reach 2°. The real test scene

is shown in figure 10.

Fig. 10 Test scene of the simulator

Even though the optical system of the star simu-
lator was designed to be distortion free, the distor-
tion of the star tracker made it inappropriate to ig-
nore the optical error of the test system. Since the
distortion of the optical system is a function of the
location, the test method is described as followed.

Firstly a set of star points formed a matrix are
generated on the star simulator, and their location
could be represented by L, in the LCDs frame (here
we use L, € LCD1 to present that L, is still displayed
on LCD1). Then the star tracker catches an image of
the star points and their location could be presented
by L, in the star tracker frame. Here we use the fol-

lowing definition

£ = AgApoApAp, L. = AOAPOAP]p;,L = AgPop
e [ AoAPoAPlAPL,Lc - AOAPOA[’IPLL = Appop
A()AP()APZAPLZLC - A()AP()APZpi, = Aopop
f2 (LL ) = :

[ ApApoApAp, L, = A()APOAPzpiL = Agpop |l

The relation between L, and L, could be de-
scribed as below

Where A, (L, ) represents the error caused by
the optical distortion and e represents the dislocation
error vector between the star tracker and the star sim-
ulator. Then all the star points are moved i pixels a-
long a certain direction and then represented by L, .
Correspondingly, the coordinates on the captured
image of the star points could be represented by L,

then their relation could be described by
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(L, = A,(L,)) + (0,0, 1)

N N U DR X S N BRI
g(L,) = (20)
(L, = A,(L,)) + (0,0, 1) ,
R A DR U KA W I A
(L, = A,(L,)) + (0,0, 1) _
= Ay v 0, -y g Tt hee ke
g(L,) = (21)
t (L, ~A, (L)) + (0,0, —f) .
) 2L, =8, )+ 0,0, -y | Tt e e
According to equation (20) and (21), noticing tion error e, and optical distortion error A,(L, )
thatL, =~ L, L ~L, ,thenA,(L ) ~A,(L) and could be significantly reduced.
g(L(,l) -g(L,) = Assume that equation (22) could also be writ-
L,-L, ten as
I (L, = A, (L)) + (0,0, =f) | (22) e(L,,L,Ap,Ap ,Ap) =L, =L, (23)
The equation (22) shows that, if we used Thus, in practice, the effect factors of the sys-
g Ln) -g( LCU) as the input of the test system and L, tem could be measured through the least square
— L, as the output, then the influence of the disloca- method described as below
Ay = Ay,
Ap = Ape st |le(L, Ly Ag Ay Ap) = (L, = Lg) | = min [|&(L, L, Ay Ap Ap) = (L, = Ly) |l (24)
Ap, = Ap,
Where L, and L, represents the coordinates of pling, we use numerical analysis to do the examina-
the star points captured by the star tracker in experi- tion. Define
ments. Noticing that there are 18 effect factors, there E(Ap ,Ap) = | e(L,,L,, 1A, ,Ap) =
are only 12 freedoms for the 2 LCDs so that there e(L,,L.,1,1,1) | (25)
must be 6 coupling factors including 3 transitional In the calculation, the simulation parameters are
and rotational factors. In order to focus on the spli- the same as in 3.3. Besides, | L, - L, || =20pixels
cing technology, we letA, =1. and the moving direction is vertical to the splicing
One problem about this differential method is edge to make sure that L, and L, are displayed on
that ¢, ,z, and ¢, ¢, stand for the in-plane transi- different LCDs. The result is shown in figure 11 ~16.

tional error of the 2 LCDs. It’ s easy to calculate that
if L, and L, are always displayed on one LCD, then

e .
a—& =0,6,=¢,,t,,1=1,2
According to the section 3.3, t,. »t, would influ- s/ pixel

ence the accuracy of the system. So it is important to
let L, and L, be displayed on different LCDs. It could

be accomplished if let the moving direction be verti-

/U1/o s /uz/o

cal to the splicing edge and L., — L, be large enough.

In order to check if there are further parameter cou- Fig. 11 The relation between £(4, A, ) and u, i,
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v /° s v, /° t, / pixel * = t, / pixel
Fig. 12 The relatlon between .f(A,, A, ) and v, ,v, -

Fig. 16 The relation between §(AP Ap ) andt s

”2

The numerical analysis shows that among the 12

factors, only ¢, ,t, and ¢, ,t, are coupled respec-

¢/ pixel tively meanwhile other factors are not. So we letz, =
0,t, = 0in the least square method.
4.2 Experiment process and result

The calibration experiment is conducted in the

lab. In practice, we generated a phalanx-like star
Fig. 13 The relation between (4, ,4, ) and v, ,w, map containing 68 x 70 star points each time ( the
distance between points is 25 pixels) and their coor-
dinates are recorded using the vector L, . Then, in
the captured image as shown in figure 12 (a), the
coordinates of the star points are determined by the
gray value center of gravity and recorded using vec-
tor L, . Here the subscript i stands for the number of

the image. As shown in the figure 17(a) , there is a

8, seam between the 2 LCDs, so firstly a rough calibra-
t, | pixel 58 t,, | pixel tion is conducted by putting 7, = 106,s, = 32 to

make the star map seem seamless as shown in figure

Fig. 14 The relation between §(AP JAp ) andt sl 17(b)

. Y ( ’
1, | pixel 5 5 t,, | pixel

(a) (b)

Fig. 15 The relation between &(A Py A, ) andz s Fig. 17 Image captured by the star tracker.

“‘2

(a) Original image. (b) Roughly calibrated image.
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Even though the test method discussed in 4.1
has reduced the influence of optical distortion, the
moving distance of each step could not be so long
and the chosen star points to achieve the fitting
process should be near the center of the FOV since
the optical distortion is not removed entirely. So after
the rough calibration, we let these points move 1
pixel a time and the moving distance is from 1~ 10
pixels then we get 11 images. After extracting the
gray center of gravity, we found that in the 4" image
and the 6" image, there are points move across the
seam. In order to make sure that there are certain a-
mount of points moving across the seam, we choose
the star points in the 3™ image as Ly, and the 8" im-
age as L, in equation (24). Using the test method
discussed in section 4.1, we could get the fitting re-

sult as shown in table 2.

Table 2 Summarization of the effect factors

Item Value
n,/° 0.160744686
w,/° 0.065374455
v,/° 0.814493872
tvl/mm 0.425189323
n,/° 0.089786972
®,/° 0.076919847
v,/° 0.858602187
tﬂz/pixel 105.486252851
L,/ pixel 30.69484094
t,,/mm 0.500015794

Using the test results in table 2, we could cal-
culate the residual error after calibration and estimate
the accuracy of the star simulator. Since the star sim-
ulator simulates the stars from infinite, the accuracy

is defined as

e. = ||3(Luich(J,Ao,AP1 sAPZ) - (LE[ _LEO) I x
1 3600 x 180
o (26)
I Ly, + (0,0,£) " | 7

The error distribution histogram and spatial dis-
tribution are shown in figure 18 and figure 19. The
parameters of the simulator are summarized in
table 3.
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(a) Before calibration. (b) After calibration.

Table 3 Summarization of the parameters

Parameter Value
Field of view =8.1°
Position accuracy <10.457(30)

Focal length 199.0156mm
Pixel size 0.015mm
Display resolution 2054 x 1889
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We can see from figure 20 that after calibra-
tion, even though the star map is formed by 2
LCDs, the error caused by splicing edge is almost
removed entirely. The spatial error distribution also
shows that the error near the edge of the image is
much higher than the center, which indicates that the
error of optical distortion of the test system could not
be fully reduced. Meanwhile, although we consider
the star tracker as an ideal instruments, in fact, the
error of the star tracker, like the electronic noise
shown in figure 17, could still influence the test re-
sults like the error near the edge of the image. Even
under such conditions, the position accuracy of the
whole test system could reach 10.13°(30°) , which
shows that the using the optical splicing technology,
the goal of large FOV, high accuracy and dynamic
display could be accomplished.

4 Conclusion

In this article, a novel star simulator based on
tiled display technology has been proposed, its error
model detailed and its performance tested. The ex-
periment approach in this paper provide a way to
measure the effect factors of this kind of devices a-
voiding the influence of the optical distortion. Based
on this method, the performance of the simulator is
tested and calibrated. The results show that the error
propagation model and test method proved to be use-
ful to remove the influence of the splicing seam. And
they are also instructional to the design, manufac-
ture , and measurement of this kind of devices. Final-
ly, the performance test shows that the simulator
fully achieve the goal of large FOV, high accuracy
and dynamic display.
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